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Netﬂlx Challenge (Iow-rank data)
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The user-movie matrix
is of low rank r.

Need to know r in many
applications, e.g., in matrix
completion.

@9, Question:
| & -+« What is the true rank given a few observations? (Testing of Rank)
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Property Testing of Rank

Goal: Design non-adaptive sampling scheme to distinguish H, from H;
with sample complexity independent of size of matrix n, or even optimally

rank(A) <d

(Do not care)

e-far from rank(A) < d:

[, ek One needs to change at least
1- ] . ;

an e-fraction of entries so that
the matrix becomes rank-d

rank-d

e-close to
rank-d

e-far
from
rank-d



Previous Work

Algorithm [KS’03]:
* Randomly permute the row and
column indices of the matrix
[ 0 # 0] « Sample top O(E)XOG) submatrix X
AU « If rank(X) < d, output “H,":
otherwise, output “H,”

M|

n
d/e Sample complexity: O(Z—z)

Problem of the algorithm (d=1, A € H,)

[KS’03] Property testing of data dimensionality, SODA 03
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Our Methodology

m

R, E Our algorithm:

o - ——-—

1
1
""E‘ -------- « Randomly permute the row and
' column indices of the matrix
« Sample the block region Q;
s ri= min rank(A
Ald/elx[d/e\Q (Araerxiare)
« Ifr <d, output “H,”; otherwise, output

Hy

Rm —————

M|

———————-r--

I
I
I
[
S

d/e

R, S-SR, C2-2Cy
suchthat m = [log(1/e)]
Ri| = 0(d2"), |G| = 0(d/(e2")

Sample complexity: (")'(d;)
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Why does the Algorithm Work"?

Proof Idea: Starting from an empty-by-empty matrix, augment the matrix
until finding a (d + 1)x(d + 1) full-rank matrix

i
1
| e 1= min  rank(Ayg d/el)
: Ald/e]x[d/£1\Q /elxldzel

S — « Ifr <d, output “H,”; otherwise, output

11 ]
Hy

————-——-r———————

————————————————

d
e When A€ Hy, r<d

Only need to showwhen A € H;,r > d

o e L T [




Proof Sketch

For any t, we can augment any t Xt full-rank matrix to a (¢t + 1)X(t + 1) full-
rank matrix by an augmentation entry in the sampled region, as long as A € H;
and t < d.

_ Challenge: Though the oracle lemma
guarantees we find a (t + 1)x(t + 1) full-
rank matrix from hindsight, the algorithm

may not know it is full-rank due to

Casel: 4, . =0

i unobservations. (Let’s say d=1)
r,c)l  (r,d)i
_K____)_,f__f__.)_- d Aper Al 10 + 0
i € AT.I,CI ? B AT.I’CI ?
e i ?
(', c)!

d/e
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i may not know it is full-rank due to
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A Polynomial-Time Algorithm

S X/

Our algorithm:

* Randomly permute the row and
column indices of the matrix

“"E """" o= - Sample the block region Q.
2 i 41 4 ) e r:i= min rank (A
! i ’ Ald/e]x[d/z1\Q (Araserxiaren)
________ y______ d < Ifr <d,output“H,"; otherwise, output
E E quu
3 1 6 O 3
|
4 18 0 4
1
________ E




Other Extensions

Theorem (Stable Rank Upper Bounds):

There is an algorithm which tests the stable rank by a constant
success probability with 0(d3/e*) samples.

1A1l%

srank(A4) =

o1 (4)

stable version of matrix rank
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Hardness --- Testing Matrix Rank

_ 2
Our positive result: 0 (d?) samples

Theorem (Lower Bounds):

Any non-adaptive algorithm with constant success probability
requires at least Q(d?/¢) samples over reals and finite fields.

Uuv~g(nd) G~G(n,n)

dry distance is a constant with small samples

uvT UvT+n14g
)
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Conclusions

- Property testing of rank
- Polynomial-time algorithm
- Rebasing argument
- Sample complexity 0(d?/¢)
- Other extensions

- Hardness results [T
- Sample complexity Q(d?/¢)

o e e e




Thank You
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0 0 0 0 #0
0 0 0 =0 7
0 0 75 0 ? ?
0 ;é: 0 ‘? ? ?
7& 0 ? ? ? ?




