
CS480/680: Introduction to Machine Learning
Lecture 17: Self-Supervised Learning

Hongyang Zhang

July 30, 2025



Learning Paradigms

• Supervised learning – learning with labeled data
▶ Collect a small dataset with labels (labels are expensive)
▶ Examples: SVM, Logistic Regression, LLM finetuning, etc.

• Unsupervised learning – learning with unlabeled data
▶ Collect a large dataset without label (unlabeled data are cheap)
▶ Examples: LLM pretraining, GAN, etc.

• Self-supervised learning – a subclass of unsupervised learning
▶ Goal: Learn useful representations through pretraining tasks for downstream tasks
▶ Example: LLM pretraining (predicting masked tokens)

1 / 30



Self-Supervised Learning

• Self-supervised learning steps
▶ Pretraining/Pretext step: build a task where the label is pseudo and is constructed

from the unlabeled data (e.g., predict the rotation degree of rotated images)
▶ Downstream step:

▶ Fine-tuning protocol: all trainable parameters
▶ Linear evaluation protocol: Fix the representation and fine-tuning topping layers
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Why self-supervised learning?

• Why self-supervised learning?
▶ Creating labeled datasets for each task is an expensive
▶ Vast amount of unlabeled data on the internet (images, videos, text)
▶ Self-supervised learning will not overfit

• Challenges for self-supervised learning
▶ How to select a suitable pretraining task for an application
▶ There is no golden rule for comparison of learned feature representations
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Outline (Pretraining Tasks)

• Geometric transformation recognition
▶ Image rotation

• Patches
▶ Relative patch position
▶ Image jigsaw puzzle

• Generative modeling
▶ Context encoders
▶ Image colorization
▶ Cross-channel prediction
▶ Image super-resolution

• Contrastive learning
▶ SimCLR
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Image Rotation
• Pretraining data: images rotated by a multiple of 90 degree at random

▶ This corresponds to four rotated images at 0, 90, 180, and 270 degrees

• Pretraining task: train a model to predict the rotation degree that was applied

————————
Gidaris (2018) - Unsupervised Representation Learning by Predicting Image Rotations
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Image Rotation
• A single ConvNet model is used to predict one of the four rotations
• The model needs to understand the location and type of the objects in images to
determine the rotation degree
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Image Rotation Evaluation
• Evaluation on the PASCAL VOC dataset for classification, detection, and
segmentation tasks
▶ The model (RotNet) is trained in SSL manner, and fine-tuned afterwards
▶ The learned features are not as good as the supervised learned features based on

transfer learning from ImageNet, but they demonstrate a potential
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Relative Patch Position
• Pretraining data: multiple patches extracted from images
• Pretraining task: train a model to predict the relationship between the patches

————————
Dorsch (2015) Unsupervised Visual Representation Learning by Context Prediction
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Relative Patch Position

• The patches are inputted into two ConvNets with shared weights

• The model needs to understand the spatial context of images, in order to predict
the relative positions between the patches
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Relative Patch Position
• The training patches are sampled in the following way:

▶ Randomly sample the first patch, and consider it the middle of a 3x3 grid
▶ Sample from 8 neighboring locations of the first central patch (blue patch)

• To avoid the model only catching low-level trivial information:
▶ Add gaps between the patches
▶ Add small jitters to the positions of the patches
▶ Randomly downsample some patches to reduced resolution, and then upsample
▶ Randomly drop 1 or 2 color channels for some patches
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Image Jigsaw Puzzle

• Pretraining data: 9 patches extracted in images (similar to the previous approach)

• Pretraining task: predict the positions of all 9 patches
▶ This approach uses the grid of 3-by-3 patches and solves a jigsaw puzzle

————————
Noroozi (2016) Unsupervised Learning of Visual Representations by Solving Jigsaw Puzzles
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Image Jigsaw Puzzle
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Context Encoders
• Pretraining data: remove a random region in images

• Pretraining task: fill in a missing piece in the image

————————
Pathak (2016) Context Encoders: Feature Learning by Inpainting
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Context Encoders

• The initially considered model uses an encoder-decoder architecture

• A Euclidean ℓ2 distance is used as the reconstruction loss function Lrec

• In the downstream task, use the encoder networks as the representation
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Context Encoders
• Improvement was achieved by adding a GAN branch
• A weighted combination of the two losses, i.e., λrecLrec + λganLgan
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Context Encoders
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Context Encoders
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Image Colorization
• Pretraining data: pairs of color and grayscale images

• Pretraining task: predict the colors of the objects in grayscale images

————————
Zhang (2016) Colorful Image Colorization
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Image Colorization
• An encoder-decoder architecture with convolutional layers

• ℓ2 loss between the actual color image and the predicted colorized image

• In the downstream task, use the encoder as the representation
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Image Super-Resolution
• Pretraining data: pairs of regular and downsampled low-resolution images

• Pretraining task: predict a high-resolution image that corresponds to a
downsampled low-resolution image

————————
Ledig (2017) Photo-Realistic Single Image Super-Resolution Using a Generative Adversarial Network
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Image Super-Resolution
• A GAN architecture
• The paper did not consider downstream tasks other than super-resolution

————————
Ledig (2017) Photo-Realistic Single Image Super-Resolution Using a Generative Adversarial Network
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Contrastive Learning
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SimCLR

————————
Chen (2020) A Simple Framework for Contrastive Learning of Visual Representations
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Structure of SimCLR
	

Encoder	network						(ResNet-50)	 Encoder	network	

Projection	head					(2-layer	MLP)	 Projection	head	
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b)	Testing	

• But how to measure agreement? By comparison!
————————
Chen (2020) A Simple Framework for Contrastive Learning of Visual Representations

24 / 30



How to measure agreement

Machine	Learning
Model

feature vectors Feature Space

closer

Further

• Distance of images of same content ≤ Distance of images of different contents
• Similarity of images of same content ≥ Similarity of images of different contents
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Loss Function
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Performance

• The 1st method that is comparable with supervised learning on ImageNet by linear
evaluation protocol
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Performance

• Experimental results on 10 image datasets

• SimCLR outperformed supervised models on most datasets
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